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Abstract I

'The retrieval decision problem is corisidered_from the viewpoint of
. A

\, N ..

a decision theory approach. A thresholqrule basedon,earlier rules

for indexing decisions is considered an*nalyzeWor'retrieval decisions

as'a measure of retrieval perfNmance. "Th threshold rule j.g seen as a.

k,
good descriptive design measure of what a re sdnable retrieval system

should be Able to do. A retrieval NeAanism o randomly drawing docuV-
4

ments is afialvze to determine the relative strength )41i the threshold

rule. The Neyman-Pearson,rule is shown to be a better a priori decision.

rule for retrieval; attempting to maximize precisioi\ subject to a fixed

level of recall, instead of setting a lower limit upo precision, as

_ _ does_tile_thre_sbca_d_sule,,_ Theithresbold 1-.31

but not sufficiept, Condition for effective retrieval. Pnally,

nece.ssary,

sufficient condition for the threshold rule illustrates th relation-

ship it and the Neyman-Pearson rule.
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Introduction
t

Consider the decisionof whether or not tQ retrieve a given document

o

<

in response tO a specific user query for information. This approa

informationr4t2leval systems has been diScussed in detail previousl

[1, 2, The basic model i,s iilUstrated'below in Figure'l. Here one\
.)

can see the alternatives: to retrieve or not to retrieve; the states-of-

nature: relevant Or nonrelevant; and the evaluations:
1

V
1
= the value ofretrieving a relevant document,

-C
1
= the cost of retrieving,a nonrelevant document,

-C
2
= the cost of not retrieving a relevant document, and .

V
2
= the value of not retrieving a nonrelevant document.

Weohall,assume that, value always exceeds cost, i.e.,'
t

1
+C

le
0, V

2
+C

1
0, V

1
+C

2
) 0, and V;2+C2). 0; which seems intuitively [2].

.

-7-
Assuming that _the case is of decisiOn making under risk, one has

A

G.= generality = Pr(relevant)t with G e (0,1). It has been shown [2]
1

that.oneretrieves-a document if and only if E(A1) = V1G-1-(7C1) (1-G)>E(A2)

\ =(-C2)G+V2 (1-G), or

.G)(V
2
+C

1
)/(V

1
+C

1
+C

2
+V

2
). (1)

In_order to_be_more generally useful_ consider a retrieval system that

r-"
value

%
.

assigns-Ito each document-a of'a random bar' Z, called a retrieval
i

,

f. .

status value, that attempts to ettimate the dOc6ments potential relevance
.

1
8

. .

to a specific user query w. We can nod define:- '

P(Z) =Pr(relevance/Z),

f-/Z) =-Pr(Z/relevance)4
1

f
2
(Z)

: =
Pr(Z/nonrelevance),

f(Z)'= Pr(Z) = f (Z)G+f
2
(Z (1-G), and

L(Z) = fl(Z) /f2(Z) = likelihood ratio.,

'It can be,shoWn'Ulthat the decision rule dictating retrieval can now be restated as:

6

4.
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I

/ F(z)>(v2+ )/(V/+C +C +V
2
),

.

I..(Z)X(V C ) (1-G)/ (II
1
+C

2
)G

This alloWs/for the definition of

r

= K.

R = range of 'Z for retrieval *(Z160K/.
,

Evaluati n Mechanism

(2)

e retrieval systemrban be'evaluated in terns of its effectiveness

in retrieving releVant aocuments. Consider the traditioripl performance

me

7 Re = recall = Pr(retrievelrel
ii

_.

Fa = fallout = Pr(retrievel'n

Pn = precision =- Rrfrelev

ure:

vance)=4 Z f (Z) ,

Arelevance)= 2: f2(Z), and

retrieve)

= ReG/Pr(retrieve) = 1eG/(ReG+Fa(1-G)).

The Neyman-Pearson criterion is

Max (1-Fa) s.t. (1-Re) =04, lb

which is e quivalent.to maximizing precision Subject to a fixed level (1-0() of recall.

Maion [4] has suggested a rule for indexingdebisions that an analbg hay have

I")

The Threshold Rule e
t

. %

applicability here for retrieval decisions. In our terms for the retriev4

,decision problem,
P
we have at, the analo4':.-of Maron's rule, the statement:

The act of retrieval should Add information about the relevance of
each document. ,Th&s translates to the rule that given a set of
users with similar queries for information that would be shown
given document, that document should be retrieved if,the proportion-
of.the users that would find the dOcument relevant exceeds the
probabilittthat any document selected at random youl,d be relevant
to the query.

' In terms of thp retrieval decision model,.the rule implies that

Pr(relevanceiretrieve) = Pr'rrelevance) = G,

This forMula can be manipulated algebraically to yield:
f

Re= Pr(retrievelrelevance)) Pr(retrievel = ReG+Fa(1-G).

Pn = Pr(relevance)retrieve)>Tr(relevAnceinot retrieve)

= (1-1;e)G/(1-ReG-Fa(1-G)(/,-and

I

Re = (Z)> Fa =Zf2(z),

(3)

(3a),

)(3b)'.

(3c)

"Mr
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Mtg-that
this

threshold rule does not seem so much an a priori decision
. .

rule to
id

etermine, whether or not to refriev.a giVen document response te-
. , .

. , .

4
d'..speeific maer_query-Y_Rather, is is an after,- the -fact descriptive design

,

-measure to eyaluate the4Verall retrieval mechanism, based & a very rigorous..

and commonisense approach.

Random Retrieval
...

Consider the situation of randomly drawing a subset the documents in

the collection aA an act of retrieval. This Seemingly poor method of retrieval

should provide a baseline for comparing retrieval decision rules. ,Let

N = number of documents i the collection,
").16

R = number of relevant,4do uments in the collectiolt

b
n = number.of document s randomly retnieved, and

.

We shalllassume'that N, R, and
. ,

r
number of relevant doc ents randomly retrieved.

are fixed and known. This, incidentally, is

at variance with Cooper, 115:1, w o assumes that NI, R, and t are fixed, in a
A

moder-that considers minimizing (n-r); the search length. It is'noteworthy

. that this is equivalent to maxim

. I i

4 our situation, we have:F

f G = R/N,

Re = r /R,

Fa = (n-r) /N-R), and

Pn

zing recision for a fixed level of recall [21

In the situation of a random retrieval mechanism, r becomes a random variable

having a hypergeometric probability distribution; i.e.,

1:1 I (r. (4) r
R -R N

This means that

u = E(r) = nR/N = nG. (4)

$1

L___

*
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The threshold tule,iS now written as:
1

Pn = r/n> G R/N, or

r>nG = u. (5)

.; 44. .
, .,- ,

Since the hypergeorgetric,distribution
,

is symmetric around its mean, the

probability that a random draw will satisfy the thtrentild rule, which- is

the eqltivalent to the probability that a hypergeometric random
-

variable;
Aw '.

.

,Ito, exceeds its mean, its approximately equal
.

to one-half. Thds, the thres-
a

4. S.

hold rule is no an especially strong discriminating debision rulefot
4

retrieval, in that even a random draw of documents can satisfy it nearly

half the time. This implies that the thl.eshold rule is a minimum re-
,

quiremenVior retrieval systems, knecessary but not sufficient condition
,

'

for effeCtive retrieval.

Skopose we assume.that Further, suppose that for each of the

n documents retrieved,-tfieref is a constant probability p of the document

being relevant. Then, -r has a binomlial probability distriWion, i.e.,

4 Pr(r) 1(t) (1-p)nA r.= and
r

E (r) ,= np.b ''i ,

.

, 1 1 :
, t

For the systeM to be more effectivelhan a merle randoN draw, We would 4

1require .

E (r)*t -r---np>u = nG, or

p> G.

Note that
..

(6)

, p =.Pr(relevancelretrieve) = Pn, (7)

so that formula X6) is equiv(lent to formula (3), the threitold

The threshold rule implies thae a.retrieval system should be able to

generate a relevant document with greater

'Which is eminent* reasonable.

(
.4

t

frequency than a random'draw,
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'am" The NeymannPearson Rule
,

,.r. 4...

The Neyman-Pearsoh lemma of statistical.decisionktheory Cah-be used

v3 to show that the Neyman- earson criterion discussed above, can be

a'
optimized by retrieving all ocuments with a retrieval status value Z in

.the range 11

t
R 7 3Z1 L(Z))'Kl.

K is nowidetermined by the formula

4 . >
Re = 1.... f (Z) = 1- '0(. .

'BUR I

Let us recall that the threshold rulcan be stated as

(8)

(9)

Re. 7 5rf (z)> Fa = (a) . (3c) "

ZER, 1

We can now derive a sufficient, but riot 41ecessary, cohdition'for the

4
threshold rule. If C

LtZ) = fi (Z)/f2 (Z) K)/11 Z tR, (10)

then the ,threshold rule will hold. Equating the constant K of formula

'(8) to that of fo rmula (2)yieids:

.1( = (V,2 +C
1
)(1-G)/(V

1
=C

2
)G.>1, or .

#_

G < (V
2
+C

1
)/1V

1
4-C

1
-f-c

2
+V

2
). 4 (11)

-4,-

Note that formula (11) is just the opposite result of formula,(1). What _

this says is.that for small enough G, the Neyman-Pearson rule will satisfy

the threshold rule. This seems reasonable, in light of,ormula 43). For
;

$

large G, thtNittgation is dependent gpon the.vglue of4 and the specific

values of'f1 (Z) anti t2 (Z) for the%various values of Zet. In point of

fact, it would be a most perverse retrieval system that would satisfy

. the Neyma4PPearson,rule buthot allow the threshold rule to be s tisfied

for a "reasonable" level ofi-ecall. The real difference he're is hat the ',

, v .

Neymah-Pearson rule maximitas precision suiliject to a fixed level of recall,

. -

while the threshold rule imposes a minimum level cm precision.,
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Summary and CooclIlions
t

A threshold rulerule analyzed as .a useful toolto eva luate
.

.

1 .
. N

information retrieval systems. it provides a good descriptive design ,

.0.

..-.0 f .

._. measure pf what:a reasonable retrieval mechanism should be able
. ,

tliiii%

. acOomplish. Yet, the threshold ruIp is not seen asan especially
'N ,

." '

strong discriminating rule fo; a priOri.retrieval decisAns, Since-
*".

.

_ the rule can, be satisfied nearay half thetithe by a random draW..,
., ., . i

-

, s

,
The threshold rule Can be arrqyzed in t#r-Me of the retrieval deci-A.

.
, ,

, .

sion model, derived from Aie assumptions for the binomial probability

ilf-
/

!

.
distribution case of the randoM draw'. When c,..- ompared to the Neymn-
4'

t

'Pearson rule, the thr'eshold rule is not seen as having the dbilitY
4 ?

.-tscompute the extent to which precision can be M4imized: The \

. il .

Neyman.-Pearson rule is shtoWt to be a bgtter.a priori decision' rule,
,

. , ..

for retrieval. Moreover, thetNeyman-Pearson rule is a sufficient,,
1 -

- condition for the threshold rule,

Thus the threshold rule providet.
Q

measlixe of the least a retrieval
r

4

for appropriate values of gerierality,

a necessary, but not sufficient,

system should be able to achieve.

4
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